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Abstract- We explore the use of Long short-term memory (LSTM) for anomaly detection in temporal data. Due to the
challenges in obtaining labeled anomaly datasets, an unsupervised approach is employed. We train recurrent neural networks
(RNNs) with LSTM units to learn the normal time series patterns and predict future values. The resulting prediction errors are
modeled to give anomaly scores. We investigate different ways of maintaining LSTM state, and the effect of using a fixed
number of time steps on LSTM prediction and detection performance. LSTMs are also compared to feed-forward neural
networks with fixed size time windows over inputs. Our experiments, with three real-world datasets, show that while LSTM
RNNs are suitable for general purpose time series modeling and anomaly detection, maintaining LSTM state is crucial for
getting desired results. Moreover, LSTMs may not be required at all for simple time series.
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1. INTRODUCTION

Anomaly detection refers to the problem of finding instances or patterns in data that deviate from normal behavior.
Depending on context and domain these deviations can be referred to as anomalies, outliers, or novelties. In this
thesis, the term used is anomalies. Anomaly detection is utilized in a wide array of fields such as fraud detection for
financial transactions, fault detection in industrial systems, intrusion detection, and artificial bot listeners
identification in music streaming services. Anomaly detection is important because anomalies often indicate useful,
critical, and actionable information that can benefit businesses and organizations.

Anomalies can be classified into four categories :

1. Point Anomalies

2. Collective Anomalies

3. Contextual Anomalies

4. Change Points.

These categories have a significant influence on the type of anomaly detection algorithm employed. Anomaly
detection is considered to be a hard problem. Anomaly is defined as a deviation from normal pattern. However, it is
not easy to come up with a definition of normality that accounts for every variation of normal pattern. Defining
anomalies is harder still. Anomalies are rare events, and it is not possible to have a prior knowledge of every type of
anomaly. Moreover, the definition of anomalies varies across applications. Though it is commonly assumed that
anomalies and normal points are generated from different processes. Another major obstacle in building and
evaluating anomaly detection systems is the lack of labeled datasets. Though anomaly detection has been a widely
studied problem, there is still a lack of commonly agreed upon benchmark datasets. In many real-world applications
anomalies represent critical failures which are too costly and difficult to obtain. In some domains, it is sufficient to
have tolerance levels, and any value outside the tolerance intervals can be marked as an anomaly. Though in many
cases labeling anomalies is a time-consuming process and human experts with knowledge of the underlying physical
process are required to annotate anomalies. Anomaly detection for time series presents its own unique challenges.
This is mainly due to the issues inherent in time series analysis which is considered to be one of the ten most
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challenging problems in data mining research. In fact, time series forecasting is closely related to time series
anomaly detection, as anomalies are points or sequences which deviate from expected values.

II. RELEVANT THEORY

An RNN is a special type of NN suitable for processing sequential data. The main feature of an RNN is a state
vector (in the hidden units) which maintains a memory of all the previous elements of the sequence. . As an RNN
has a feedback connection which connects the hidden neurons across time. At time t, the RNN receives as input the
current sequence element xt and the hidden state from the previous time step st—1. Next the hidden state is updated
to st and finally the output of the network ht is calculated. In this way the current output depends on all the previous
inputs x 0 t (for t 0 <'t). U is the weight matrix between the input and hidden layers similar to a conventional NN. W
is the weight matrix for the recurrent transition between one hidden state to the next. V is the weight matrix for
hidden to output transition. Equations below summarize all the computations carried out at each time step.

St = U(U:L't + Wsi—1+ bg)
hy = softmax (Vs + bp)

The softmax given represents the softmax function which is often used as the activation function for the output layer
in a multiclass classification problem. The softmax function ensures that all the outputs range from 0 to 1 and their
sum is 1.LSTM can learn dependencies ranging over arbitrary long time intervals. LSTM overcomes the vanishing
gradients problem by replacing an ordinary neuron by a complex architecture called the LSTM unit or block. An
LSTM unit is made up of simpler nodes connected in a specific way. The main components of the LSTM
architecture introduced in are:

1. Constant error carousel (CEC) : A central unit having a recurrent connection with a unit weight. The recurrent
connection represents a feedback loop with a time step equal to 1. The CEC’s activation is the internal state which
acts as the memory for past information.

2. Input Gate: A multiplicative unit which protects the information stored in CEC from disturbance by irrelevant
inputs.

3. Output Gate: A multiplicative unit which protects other units from interference by information stored in CEC.

The input and output gate control access to the CEC. During training, the input gate learns when to let new
information inside the CEC. As long as the input gate has a value of zero, no information is allowed inside.
Similarly, the output gate learns when to let information flow from the CEC. When both gates are closed (activation
around zero) information or activation is trapped inside the memory cell. This allows the error signals to flow across
many time steps (aided by the recurrent edge with unit weight) without encountering the problem of vanishing
gradients. The problem of exploding gradients is taken care of by gradient clipping LSTM with Forget Gates The
architecture of an LSTM unit with forget gates is shown in figure 2.1 and is the architecture used for the rest of this

paper.

The main components of the LSTM unit are:

1. Input: The LSTM unit takes the current input vector denoted by xt and the output from the previous time step
(through the recurrent edges) denoted by ht—1. The weighted inputs are summed and passed through tanh activation,
resulting in zt .

2. Input gate: The input gate reads xt and ht—1, computes the weighted sum, and applies sigmoid activation. The
result is multiplied with the zt , to provide the input flowing into the memory cell. 3. Forget gate: The forget gate is
the mechanism through which an LSTM learns to reset the memory contents when they become old and are no
longer relevant. This may happen for example when the network starts processing a new sequence. The forget gate
reads xt and ht—1 and applies a sigmoid activation to weighted inputs. The result is multiplied by the cell state at
previous time step i.e. st—1 which allows for forgetting the memory contents which are no longer needed.

4. Memory cell: This comprises the CEC, having a recurrent edge with unit weight. The current cell state is
computed by forgetting irrelevant information (if any) from the previous time step and accepting relevant
information (if any) from the current input.

5. Output gate: Output gate takes the weighted sum of xt and ht—1 and applies sigmoid activation to control what
information would flow out of the LSTM unit.

6. Output: The output of the LSTM unit, ht , is computed by passing the cell state st through a tanh and multiplying
it with the output gate, of equations:
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Figure 1. A LSTM unit with forget gates. A schematic diagram of the LSTM unit with forget gates

z; = tanh(W?x; + R%hy—1 + b%) (input)
it = o(W'izy + R'hy—1 + b%) (input gate)
fi=cW'z+ R hi1 +v) (forget gate)
o = o(W°z¢ + R°hy_1 +b°) (output gate)
St =21 Qi+ 8110 fi (cell state)
ht = tanh(s;) ® oy (output)

The Ws are input weights, the R+s are recurrent weights, and b+s are the biases.

III. METHODOLOGY AND ALGORITHM

. Anomaly Detection Method —

The anomaly detection algorithm used in the project consists of two main steps. First, a summary prediction model
is built to learn normal time series patterns and predict future time series. Then anomaly detection is performed by
computing anomaly scores from the prediction errors.

B. Time Series Prediction —

We use LSTM RNN as the time series prediction model. The model takes as input the most recent p values and
outputs q future values. We refer to parameters p, q as lookback and lookahead respectively. The network consists of
hidden recurrent layer/layers followed by an output layer. The number of hidden recurrent layers and the number of
units in each layer vary for each dataset. Two consecutive recurrent layers are fully connected with each other. To
avoid overfitting dropout is used between two consecutive layers. The output layer is a fully connected dense NN
layer. The number of neurons in the output layer is equal to the lookahead value, with one neuron for each future
value predicted. Since the model is used for regression we use linear activation in the output layer and MSE as the
loss function. The prediction model is trained only on normal data without any anomalies so that it learns the normal
behavior of the time series.

Predicting Multiple Time Steps Ahead: We experiment with predicting multiple time steps into the future. With a
lookahead of q at time t the model predicts the next q values of the time series i.e. t+1, t+2 ..., t+q. Predicting
multiple time steps is done for two purposes. First, to showcase LSTM’s capability as time series models, predicting
multiple future values is a harder problem as compared to one-step-ahead prediction. Second, predicting multiple
time steps provides an early idea of the future behavior. It could even be possible to get an early indication of an
anomaly. Consider a time series with a scale of 5 minutes. Predicting 6 time steps ahead can give us an idea about
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the behavior of the time series for the next 30 minutes. If there is something unusual, e.g. an extreme value, early
alerts can be sent out. However, anomaly detection can happen only when the real input value becomes available.
Predicting multiple time steps comes at the cost of prediction accuracy. In our experiments, we use a lookahead of
greater than 1 only if the prediction accuracy is still acceptable. The actual lookahead value used is chosen
arbitrarily.

C. Anomaly Detection —

Anomaly detection is done by using the prediction errors as anomaly indicators. Prediction error is the difference
between prediction made at time t — 1 and the input value received at time t. The prediction errors from training data
are modeled using a Gaussian distribution. The parameters of the Gaussian, mean and variance, are computed using
maximum likelihood estimation (MLE). On new data, the log probability densities (PDs) of errors are calculated and
used as anomaly scores: with lower values indicating a greater likelihood of the observation being an anomaly. A
validation set containing both normal data and anomalies is used to set a threshold on log PD values that can
separate anomalies from normal observations and incur as few false positives as possible. A separate test set is used
to evaluate the model.

D. Algorithm —

The LSTM RNN is trained only on normal data to learn normal time series patterns and optimized for prediction
accuracy. For this purpose, each dataset is divided into four subsets: a training set, N, with only normal values;
validation set, VN , with only normal values; a second validation set, VA, with normal values and anomalies; and a
test set, T, having both normal values and anomalies. The algorithm proceeds as follows:

1. Set N is used for training the prediction model. We used Bayesian optimization to find the best values for hyper-
parameters: lookback, dropout, learning rate, and the network architecture (number of hidden layers and units in
each layer). We use a lookahead of more than 1 only if the prediction accuracy is still reasonable. If predicting
multiple time steps is not required and one needs the best prediction accuracy, lookahead can be set to 1.

2. VN is used for early stopping to prevent the model from overfitting the training data.

3. Prediction errors on N are modeled using Gaussian distribution. The mean and variance of the distribution are
estimated using MLE.

4. The trained prediction model is applied on VA. The distribution parameters calculated in the previous step are
used to compute the log PDs of the errors from VA. A threshold is set on the log PD values which can separate the
anomalies, with as few false alarms as possible.

5. The set threshold is evaluated using the prediction errors from the test set T.

E. Dataset —
ECGs are time series recording the electrical activity of the heart.

ECG datasets available at PhysioBank’s archive5 have been used for anomaly detection and among others. In this
report we use the dataset used as it provides labeled anomalies annotated by a cardiologist. A snippet of a dataset
showing normal patterns is shown.There are a total of 18000 readings with different kinds of anomalies. The three
labeled anomalies identified as the most unusual sequences are shown Though this dataset has a repeating pattern,
the length of the pattern varies.
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Figure 2. ECG Dataset. (a) shows a normal heartbeat pattern. (b) shows the first anomaly. (c) shows the other two anomalies. The X-axis shows
time steps, while the Y-axis has the ECG measurements. These figures show snippets of the dataset so that the normal and anomalous heartbeats
are easily visible

IV. EXPERIMENT AND RESULT

A. Data Preprocessing —

For each dataset, the anomalies were divided into sets VA and T. These sets were then augmented with normal data.
Datasets which had a repeating cycle were divided in such a way that the cycles remained intact. The remaining data
was divided into sets N and VN . We also normalized the data to have zero mean and unit variance. The mean and
standard deviation of the training set were used to normalize other sets. Finally, each set was transformed into the
format required by the algorithm. So each input sample consisted of a lookback number of time steps.

B. ECG Dataset —

In the ECG dataset there are only three labeled anomalies out of 18000 samples. Thus we do not use set VA for
finding threshold. Instead, the dataset was divided into a normal training set (N), a normal validation set (VN ) for
early stopping, and a test set (T) containing all three anomalies.

Model Details: The prediction model used was a stacked RNN consisting of two hidden recurrent layers with 60 and
30 LSTM units respectively, a dense output layer with 5 neurons, a lookback of 8, a lookahead of 5, and a dropout
of 0.1. LSTM state was not maintained between batches. We trained the RNN using Adam optimizer with a learning
rate of 0.1, a decay of 0.99, and a batch size of 256. The model was trained for 50 epochs with early stopping. The
MSE on set N was 0.10 and a threshold of —23 was set on the log PD values of prediction errors from set T.
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Evaluation: The results of anomaly detection on set T are shown in figure 4.6. With a threshold of —23 the model
detects all three anomalies. These results are similar to the results, which finds the three most unusual sequences in
this data. Furthermore, the rankings of the discords match the order of log PD values with a lower value indicating a
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Figure 3. Results of HTM on Machine Temperature Data. (a) shows the results on the entire dataset. (b) shows the results corresponding to the
training set. (¢) shows the results corresponding to the test set. The X-axis shows time and the Y-axis shows the temperature. True anomalies are
denoted by red markers. Green/red diamonds represent true/false positives. The pink shaded portions are anomaly windows. The purple shaded
area in (a) is the testing window. Plots generated from code available at NAB GitHub repository.

Model Details: The prediction model used was a stacked RNN consisting of two hidden recurrent layers with 60 and
30 LSTM units respectively, a dense output layer with 5 neurons, a lookback of 8, a lookahead of 5, and a dropout
of 0.1. LSTM state was not maintained between batches. We trained the RNN using Adam optimizer with a learning
rate of 0.1, a decay of 0.99, and a batch size of 256. The model was trained for 50 epochs with early stopping. The
MSE on set N was 0.10 and a threshold of —23 was set on the log PD values of prediction errors from set T .

Evaluation: The results of anomaly detection on set T are shown in figure 4.6. With a threshold of —23 the model
detects all three anomalies. These results are similar to the results in, which finds the three most unusual sequences
in this data. Furthermore, the rankings of the discords match the order of log PD values with a lower value
indicating a more unusual sequence.
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C. Maintaining LSTM states —

An important factor in making LSTMs learn useful patterns from data is the treat- ment of LSTM state. We
experimented with different ways of building LSTM state and their effect on the prediction and detection

performance.

The ECG dataset has a repeating pattern, of roughly 370 time steps, though the actual length of the pattern varies
slightly. We expected that maintaining state between batches would give better results, but results were similar
irrespective of how we handled the LSTM state. We believe even though ECG dataset had a long pattern, the
relevant temporal relations were present only in recent time steps.
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Figure 4. Results for ECG dataset. The top plot shows the predictions done on T and the corresponding prediction
errors. The bottom plot shows the log PD values of the prediction errors and the threshold set at —23. The X-axis
shows time steps and the Y-axis has the corresponding metric value. There are three anomalies. The anomalies
detected by the algorithms are represented by the shaded regions.

D. For Feedforward NN'’s with fixed time Windows —

For ECG dataset the NN used had two hidden layers with 64 and 32 neutrons respectively, with sigmoid activation,
and no dropout. The model was trained with Adam optimizer using a learning rate of .001, batch size of 1024, and
early stopping. All other parameters were the same as earlier. The model was trained for 80 epochs and gave a MSE
of .07 on set N. A threshold of —25 on log PD values of the errors on set T detected all anomalies. The results on
ECG dataset are shown in figure 4.9 and are similar to the ones for LSTM model.
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Figure 5. Results using feed-forward NN on ECG data. The results are on set T and a threshold of —25 detects all 3 anomalies. The X-axis shows
the time step and the Y-axis has the corresponding metric value.

V. CONCLUSION

We developed an anomaly detection method for temporal data using LSTM networks. We started by studying
LSTMs to explain their complex architecture, their ability to learn long-range dependencies, and different ways of
maintaining LSTM state. Next, we developed an anomaly detection method based on a summary prediction model.
We briefly touched upon the various issues prevalent in anomaly detection research. To circumvent these problems
we selected three real-world datasets that have been used in previous research and contain different types of
anomalies. Finally, we conducted experiments on these datasets. Based on our results we conclude that LSTMs are
effective time series modelers and anomaly detectors. But we advise trying feed-forward NNs first as they are
sufficient in many cases. LSTMs come with added complexity and will provide an advantage only when the data has
long-range dependencies and multiple patterns.
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